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With recent advancements in speech recognition, it is crucial to ensure that automatic speech recognition (ASR) systems do
not exhibit systematic biases, such as those related to gender, age, accent, and dialect. Although research has extensively
examined systematic biases such as those related to gender, age, accent, and dialect, for high-resource languages, research on
low-resource African languages remains limited. This systematic literature review synthesizes evidence on bias evaluation and
mitigation in ASR models for African languages, adhering to the PRISMA reporting guidelines. Our analysis reveals that most
biases stem from data imbalances and limited linguistic diversity in training datasets, resulting in disproportionately high error
rates for underrepresented speaker groups. Mitigation strategies in African contexts have primarily focused on data-centric
methods, including dataset expansion, augmentation, and transfer learning. In contrast, more advanced approaches, including
fairness-aware modeling, bias-aware loss functions, adversarial debiasing, and speaker-adaptive techniques, are rarely applied.
Gender, accent, and dialect biases dominate the few African studies available, while age and racial biases are almost absent.
The limited number of African languages covered highlights the urgent need for more representative and inclusive research.
Addressing these gaps will support the development of fairer and more robust ASR technologies across the continent.
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1 Introduction

Automatic Speech Recognition (ASR) has reshaped how we interact with technology, powering tools such as
virtual assistants and transcription tools. Despite their ubiquity, ASR systems still have limitations. A major
limitation of ASR systems is the presence of biases in training data and model design, which can degrade their
performance. For instance, research has reported that ASR systems demonstrate gender bias, leading to higher
error rates for female speakers [22, 30]. Beyond gender, ASR systems are also signiicantly biased by a speaker’s
dialect, accent, age, and race, which degrade the speaker’s performance for groups such as those with non-standard
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dialects or with unique accents [67]. Research has been conducted to understand these disparities, particularly
for high-resource languages. Several strategies to mitigate these biases and improve the overall accuracy and
inclusivity of ASR systems have been developed [1, 19, 24, 28, 42, 86].
Unfortunately, progress in mitigating biases in Automatic Speech Recognition (ASR) has not extended to

low-resource languages, particularly those spoken in Africa. This challenge arises due to a lack of representative
datasets, which are often skewed toward single genders or standard accents, thereby marginalizing many
speakers. To address this critical gap, this systematic literature review (SLR) maps the current landscape of
understanding biases across gender, dialect, age, and accent in ASR models for African languages. This literature
review synthesizes existing work to understand ASR biases in low-resource African languages. The existing
disparity risks exacerbating existing social inequalities by excluding marginalized groups, including children,
older speakers, and those with diverse dialects or accents, from the beneits provided by ASR systems [2, 64]. As
technology increasingly shapes access to information and opportunities, building fair and inclusive ASR systems
is not just a technical challenge; it is also a social imperative [57]. This literature review presents an overview of
the current state of ASR bias research for low-resource African languages, identifying critical research gaps and
promising mitigation strategies. This research aims to guide future studies that prioritize equity, ensuring that
technological advancements beneit everyone, regardless of their gender, dialect, age, or accent. Our research
aims to answer the following questions:

• RQ1: What types of biases have been identiied in ASR models for low-resource African languages?

• RQ2: What strategies have been proposed to mitigate these biases and promote inclusion in ASR systems?

The results of the review show ive categories of ASR bias: gender, accent, dialect, age, and racial/ethnic bias.
The research focus, however, difers dramatically between linguistic contexts. In high-resource languages, studies
have concentrated on gender and accent, consistently inding higher error rates for women and speakers of
non-standard accents. In contrast, research on African languages is signiicantly smaller and narrower. The few
existing studies have mainly addressed accent and dialect bias, with less attention to gender, while age-related and
racial/ethnic biases remain almost entirely unexplored. The paper’s indings highlight data-centric approaches
as the primary method for addressing accent and dialect biases in ASR models. Model-centric techniques, such
as inetuning and transfer learning, were also observed, often targeting gender and accent disparities. There
were no mitigation strategies in place to address age or racial biases. These indings demonstrate that while
current research strongly emphasizes fairness for accents, dialects, and gender, other types of bias remain largely
unstudied.
The rest of the paper is organized as follows. Section 2 presents the related work section. Section 3 provides

the methodology used in the paper. Sections 4 and 5 highlight the main results from the systematic review and
the discussion of the results, respectively. Finally, Section 6 provides a conclusion to the paper.

2 Related Work

Numerous studies in Natural Language Processing (NLP) have extensively examined biases across gender, age,
dialect, and accent. Existing research primarily addresses these biases within tasks such as machine translation [3,
35, 66, 70, 72, 77, 89] and sentiment analysis [4, 49]. The development of Automatic Speech Recognition (ASR)
models for African languages is gaining momentum with varying regional focus. East African eforts have
concentrated on languages like Luganda, Kinyarwanda, and Swahili [7, 13, 17, 41, 55, 61, 64, 65]. Similarly, West
African ASR development includes languages such as Fon, Igbo, Yoruba, Wolof, Bambara, Maasina Fulfulde,
Asante-Twi, and Nigerian Pidgin [16, 26, 29, 58]. Southern African research has focused on Zambian languages
(Bemba, Nyanja, Tonga, Lozi, Lunda) [79] and South African languages (isiZulu, isiXhosa, Sesotho, Setswana) [95].
Recent studies have also explored ASR for Congolese languages (Lingala, Kongo/Kikongo, Congolese Swahili,
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LubaKasai/Tshiluba) [39] and Ethiopian languages (Amharic, Oromo, Tigrinya, Wolaytta, Somali) [58, 84]. This
growing body of work shows the increasing attention to ASR development in diverse African linguistic contexts.

2.1 Biases in Automatic Speech Recognition Systems

Automatic Speech Recognition (ASR) systems exhibit bias when their performance varies systematically across
user demographics [96], typically evidenced by unequal Word Error Rates (WER) among diferent speaker
groups [20]. Research has identiied several prominent forms of biases in ASR models. Gender bias refers to
disparities in recognition accuracy between male and female speakers [19, 78].
Gender bias in ASR technology afects both the technical performance of the models and social interactions

among humans. On a technical level, commercial systems from major providers such as Google and Amazon
consistently have higher error rates for women compared to men [67]. Research has conirmed, for instance,
that voice assistants such as Siri systematically underperform for female voices [5]. On a social level, voice
assistants like Alexa and Siri often reinforce harmful stereotypes. This underperformance can occur through
design choices, such as defaulting to female voices in service-oriented roles, and through alarming interactional
failures, like responding inappropriately to harassment [10, 45, 82]. Together, these failures in performance and
design demonstrate how ASR technologies not only replicate societal biases but also actively amplify them.

Accent bias arises when ASR models underperform for accented speech due to under-representation in training
data, leading to systematically higher error rates for speakers of non-standard or regional accents [20, 98].
Age bias stems from variations in vocal tract length, pitch, and articulation across age groups. Models trained
predominantly on adult speech often fail to capture the acoustic characteristics of children, producing markedly
higher error rates for younger speakers [9, 92].
Dialect bias occurs when ASR models favor mainstream urban dialects over regional or rural ones due to

skewed data collection. In the UK, for example, ASR systems struggle with regional dialects, such as those found
in Newcastle and Scottish English, compared to the standard accent [76, 87]. Data from the United States also
highlights this disparity, showing that speakers of African American and Yakama dialects face much higher error
rates than White speakers [90]. These biases stem directly from urban-centric data practices that over-represent
city speech while neglecting rural and minority varieties. Dialect bias is also relevant in the African context,
where, for example, training data for ASR models often prioritizes standardized forms, such as urban Kiswahili,
thereby efectively excluding remote dialects.

Racial bias relects systematic inaccuracies in recognising speech from a speciic racial or ethnic group. Racial
bias in ASR systems creates signiicant performance gaps, with studies showing commercial models produce
nearly twice as many errors for African American speakers as for White speakers [42, 51]. Solving racial bias
requires more than just technical ixes; it demands a fundamental shift in how data is collected and analysed.
For example, research on gathering African American Vernacular English (AAVE) data highlights the need for
community-centred methods that build trust and ensure equitable representation [37]. Therefore, overcoming
racial bias in ASR requires a combination of technical improvements and inclusive, participatory approaches to
dataset creation. Overall, extensive research has been conducted to study demographic and linguistic biases in
high-resource languages; however, low-resource African languages remain largely underexplored. The research
trend is particularly concerning for African languages, where limited datasets and urban-centric data collection
practices risk amplifying existing inequalities rather than enabling inclusive speech technologies.

2.2 Mitigation Strategies for Bias in ASR and NLP Models

Beyond identifying and evaluating biases, numerous studies have explored mitigation techniques in ASR and
NLP. Systematic reviews highlight various approaches, including data augmentation, adversarial training, and
embedding debiasing [83]. Notably, many of these methods have been primarily tested on English, raising

ACM Comput. Surv.



4 • J. Nakatumba-Nabende et al.

questions about their eicacy in low-resource African languages. Reviews targeting ASR biases, such as gender,
racial, and disability-related disparities, examine strategies like data augmentation, improved datasets, adversarial
training, and fairness-aware model adaptation [67].

There is a need for inclusive datasets and accessibility for marginalized communities [92]. Techniques such as
vocal tract length normalization (VTLN) and model adaptation are discussed in the context of children’s speech
recognition [50]. Analyses of predictive bias in English ASR highlight the crucial role of data bias and advocate
for proactive language management and the inclusion of diverse datasets. Studies focusing on African American
Language (AAL) highlight systematic performance disparities and call for linguistically inclusive datasets that
integrate sociolinguistic research into model development. Mitigation strategies such as data augmentation with
diverse linguistic features and bias-aware model training have been proposed to address racial disparities in
speech recognition systems.
While existing literature extensively explores biases in ASR systems, a critical gap remains: the lack of

systematic reviews focusing on low-resource languages, particularly those in Africa. Furthermore, researchers
have extensively analyzed gender, accent, age, and racial biases in languages like English, however, there is
limited research on bias mitigation for African languages. This study addresses this gap by conducting the irst
systematic review speciically investigating biases in ASR models for low-resource African languages. It aims to
assess the applicability of current mitigation strategies and provide a foundation for future research on fairness
and inclusivity in these underrepresented, low-resourced African languages.

3 Research Methodology

This systematic literature review adhered to the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) protocol [59], ensuring a transparent and replicable selection process. The methodology
comprised four key steps: formulating clear research questions, developing a comprehensive search strategy,
establishing explicit inclusion and exclusion criteria, and conducting a rigorous quality assessment followed by
data extraction.

3.1 Research uestions (RQs)

This systematic literature review (SLR) aims to comprehensively investigate biases within ASR systems, with
a speciic focus on low-resource African languages. We examined key types of bias reported in the literature,
including gender, accent, dialect, age, and racial/ethnic bias. We analyze how these biases manifest themselves in
ASR models, evaluate their impact on system performance, and assess mitigation strategies proposed in previous
work. To guide this investigation, we formulate the following research questions (RQs):

• RQ1: What types of biases have been identiied in ASR models for low-resource African languages?

• RQ2: What strategies have been proposed to mitigate these biases and promote inclusion in ASR systems?

3.2 Search Strategy

We conducted an extensive search across multiple academic databases to achieve a comprehensive and systematic
retrieval of relevant papers. Our search strategy entailed 1) selecting relevant academic databases, 2) formulating
search queries using relevant keywords and Boolean operators, 3) applying appropriate search ilters to reine
results, and 4) systematically documenting all retrieved studies.

3.2.1 Electronic Databases. We selected ive well-known databases widely utilized in Natural Language Pro-
cessing (NLP) and Machine Learning research to ensure a robust search for relevant literature. This study
focused on peer-reviewed journal articles, conference proceedings, and workshop papers published between
2000 and 2025. We chose the databases for their diverse and extensive collections of high-quality, peer-reviewed
publications, including systematic literature reviews: (1) IEEE Xplore digital library(http://ieeexplore.ieee.org),
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(2) ACM digital library (https://dl.acm.org), (3) ScienceDirect (http://www.sciencedirect.com), (4) SpringerLink
(https://link.springer.com) and Google Scholar (https://scholar.google.com). We employed the search keywords
detailed in Table 1 and retrieved 2,829 articles.

3.2.2 Searchuery Construction. We formulated the search queries using Boolean operators (AND, OR) to reine
the search process. The keywords depicted in Table 1 were selected to cover various forms of biases in ASR:
gender, accent bias, age, and dialect.

Table 1. Search Keywords anduery Strings for Systematic Review.

Keywords Group Search String

Bias in ASR łGender Biasž OR łAccent Biasž OR łDialect Biasž OR łAge Biasž in łASRž
Bias łASR for low resource languagesž
Inclusivity in ASR łFairnessž AND łInclusivityž in łASRž
Mitigating Bias in ASR łMitigating Bias" in łASRž OR łSpeech Recognitionž

3.3 Article Selection Process

Our article selection process consisted of ive steps, as shown in Figure 1. The igure details the number of papers
retrieved, screened, and ultimately included in the inal synthesis. Initially, we selected a total of 2,829 papers.

3.3.1 Inclusion and Exclusion Criteria. To ensure a rigorous selection of studies, we applied inclusion and
exclusion criteria, which enabled us to ilter out and obtain high-quality, peer-reviewed papers directly relevant
to our research questions. Table 2 provides a comprehensive overview of the criteria. In this step, we removed
1,962 papers and selected 867 articles for abstract screening.

Table 2. Inclusion and Exclusion Criteria for Study Selection.

Inclusion Criteria Exclusion Criteria

Journal articles, conference papers, and workshop papers Books, theses, dissertations, blogs, prefaces
The paper is accessible with the full text available Full text is inaccessible
Papers must be written in English Non-English papers
Papers published between 2000 and 2025 Duplicates

3.3.2 Abstract Screening. The 867 papers that passed the initial identiication phase were screened based on the
relevance of their abstracts to the aims of this research. Each abstract was reviewed at this stage to determine its
alignment with the research questions, with a primary focus on studies addressing biases in ASR models. During
this phase, 681 papers were excluded based on the following criteria:

• Keywords not relevant (n = 151): The abstract did not contain any reference to bias in ASR models, fairness, or
inclusivity.

• Papers out of scope (n = 427): The study focused on non-related NLP tasks (e.g., machine translation, sentiment
analysis, facial recognition).

• Insuicient information in the abstract (n = 103): The abstract did not provide clear details on the study’s
research objectives, methodology, or indings related to ASR bias.

After applying the exclusion criteria, 186 papers remained. We then reviewed the full text of these articles to
assess them against our inclusion criteria.
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Fig. 1. PRISMA flow chart of the article selection process.

3.3.3 Full-text Screening. At this stage, we carefully reviewed 186 papers to determine if they provided substantive
information on the identiication, evaluation, or mitigation of ASR bias. We retained 108 papers and excluded 78
papers for the following reasons:

• Bias identiication missing (n = 25): The study did not explicitly discuss or analyze bias in ASR models.
• Bias evaluation missing (n = 30): Although the study mentioned bias, it lacked quantitative or qualitative
assessment metrics for the identiied bias.

• There were no bias mitigation strategies proposed (n = 23): The paper focused only on the existence of bias
without suggesting mitigation techniques.
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3.4 uality Assessment

To ensure methodological accuracy and relevance, we performed a quality assessment of each paper. Following
the systematic review guidelines from [40], we evaluated each paper against predeined criteria, including only
methodologically sound papers in our inal evaluation and analysis.

• Q1: Does the paper directly address bias identiication, evaluation, or mitigation in ASR models?
• Q2: Is the paper design suitable for answering the research questions?
• Q3: Does the paper clearly describe its research objectives and methodology?
• Q4: Does the paper clearly describe the data sources?
• Q5: Are fairness metrics, such as WER disparities, speaker demographics, or fairness-aware training techniques,

applied?
• Q6: Does the paper document the methods, datasets, and models?
• Q7: Does the paper discuss its limitations and possible sources of bias?

We excluded any paper that failed to meet at least three of the seven quality criteria. All exclusion decisions were
made by consensus between two reviewers to ensure consistency and transparency. As a result of this quality
assessment, 53 papers were removed, most commonly because:

• Research questions were not explicitly answered (n = 18).
• Research aims were not clearly stated (n = 35).

After applying the inclusion, exclusion, and quality assessment criteria, we selected a inal set of 55 papers for
the systematic review.

3.5 Data Extraction

After selecting the 55 studies, we extracted and synthesized the data to answer our research questions (Section 3.1).
We analyzed each study to identify its context (low-resource vs. high-resource languages) and systematically
coded it for its focus on gender, age, accent, racial, or dialect bias. Furthermore, each article was coded for its
inclusion of bias evaluation and mitigation techniques.
Our analysis revealed several key indings, as detailed in Table 3. All 55 articles addressed at least one of

the ive bias types, and every study proposed at least one bias mitigation approach, showing a strong research
emphasis on enhancing ASR fairness. While most studies included a biased evaluation, one article focused solely
on proposing a mitigation strategy without explicit evaluation. This variation highlights the diverse approaches
in the ield, with some studies prioritizing the identiication of bias and others focusing on practical reduction
strategies. Figure 2 presents the research papers by publication type (Journal, Conference, Workshop) from 2000
to 2025. In general, conferences represented the majority of publications (51.7%), followed by journals (34.5%) and
workshops (13.8%).

4 Results

This section discusses the results obtained for each research question mentioned in Section 3.1.

4.1 Biases and Inclusivity in ASR

This section aims to answer our irst research question.
RQ1: What are (gender) biases and inclusivity of Automatic Speech Recognition models developed for low-resource

languages on the African continent? To address this question, we investigated how diferent biases have been
studied in ASR research. Speciically, we examined the number of papers focusing on each bias type and whether
they target high-resource languages or low-resource African languages.

ACM Comput. Surv.



8 • J. Nakatumba-Nabende et al.

Table 3. Distribution of papers investigated and reviewed in the systematic literature review.

Ref Language Gender Bias Age Bias Accent Bias Racial Bias Dialect Bias Bias Evaluation Bias Mitigation

[54] English ✓ ✓ ✓

[62] Korean ✓ ✓ ✓ ✓

[93] English ✓ ✓ ✓

[73] English ✓ ✓ ✓

[61] Luganda ✓ ✓ ✓

[71] English ✓ ✓ ✓

[14]. English ✓ ✓ ✓

[69] English ✓ ✓ ✓

[56] English ✓ ✓ ✓ ✓ ✓

[68] Nigerian-Accent English ✓ ✓ ✓

[8] Nigerian-Accented English ✓ ✓ ✓

[52] English ✓ ✓ ✓

[33] Flemish ✓ ✓ ✓ ✓ ✓ ✓

[38] English ✓ ✓ ✓

[99] Dutch ✓ ✓ ✓

[80] Kiswahili ✓ ✓ ✓

[74] English ✓ ✓ ✓ ✓ ✓ ✓

[15] English ✓ ✓ ✓

[1] English, French ✓ ✓ ✓

[53] English ✓ ✓ ✓

[86] English ✓ ✓ ✓ ✓

[28] English ✓ ✓ ✓ ✓

[34] English ✓ ✓ ✓

[96] Flemish Dutch ✓ ✓ ✓

[100] French, Italian, Baque, Portuguese, Catalan ✓

[11] Mexican Spanish ✓ ✓ ✓

[88] Finnish ✓ ✓ ✓ ✓

[63] Spanish ✓ ✓ ✓ ✓

[85] English ✓ ✓ ✓ ✓

[31] Bangla ✓ ✓ ✓

[24] French ✓ ✓ ✓

[101] English ✓ ✓ ✓

[94] English ✓ ✓ ✓

[25] English ✓ ✓ ✓

[91] English ✓ ✓ ✓

[81] English ✓ ✓ ✓

[97] Dutch ✓ ✓ ✓

[30] English ✓ ✓ ✓ ✓

[6] 19 languages ✓ ✓ ✓

[21] English ✓ ✓ ✓

[42] English ✓ ✓ ✓

[23] Xhosa, other multi-dialect English ✓ ✓ ✓

[60] Moroccan Arabic ✓ ✓ ✓

[32] Ghanaian English ✓ ✓ ✓

[43] Portuguese ✓ ✓ ✓ ✓

[75] Arabic ✓ ✓ ✓ ✓ ✓

[47] Irish ✓ ✓ ✓

[19] Dutch, Mandarin ✓ ✓ ✓ ✓ ✓ ✓

[44] English ✓ ✓ ✓

[22] Dutch ✓ ✓ ✓ ✓ ✓

[27] English ✓ ✓ ✓

[36] English ✓ ✓ ✓ ✓ ✓

[48] Irish ✓ ✓ ✓

[12] English ✓ ✓

[18] Brazilian Portuguese ✓ ✓ ✓ ✓ ✓

Figure 3 provides an overview of the distribution of bias studies in ASR. The left subplot illustrates the bias
distribution in high-resource languages (e.g., English, French, Spanish), while the right subplot highlights studies
focusing on low-resource African languages. Our study reveals that accent, gender, age, dialect, and racial

biases are the most studied biases in ASR research. However, there is a clear contrast in their distribution between
high-resource and low-resource African languages. Among the studies on high-resource languages, accent and
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Fig. 2. Distribution of the research papers highlighting research for African languages.

gender biases were the most frequently investigated, appearing in 23 and 26 papers, respectively. Age and dialect
biases were explored in 11 and 12 papers, respectively, while racial bias was the least studied, with only ive
papers.
Our review found that research on ASR bias in low-resource African languages is limited. Of the seven

studies we identiied, the primary focus was on accent and dialect bias (three papers each), with only one study
addressing gender bias. Critically, we found no research that examined age or racial biases. This absence highlights
a signiicant gap in fairness-aware development of equitable ASR for underrepresented linguistic communities.

4.1.1 Accent Bias: Several studies highlight the issue of accent bias in ASR systems, particularly within African
linguistic contexts. The authors in [68] demonstrated how ASR models trained on Nigerian-accented English
struggled to diferentiate between speakers from various ethnic groups, revealing inherent biases in model design.
Their indings showed that Gaussian Mixture Models (GMMs) frequently misclassiied speakers, while Logistic
Regression, though more accurate, still faced challenges distinguishing between accents. Babatunde et al. [8]
further explored this issue using transfer learning techniques, showing that while models like QuartzNet achieved
relatively low Word Error Rates (WERs), commercial ASR APIs performed poorly on Nigerian-accented speech.
Henkel et al. [32] investigated ASR models for assessing oral reading luency in Ghanaian students, showing that
Whisper V2 outperformed Wav2Vec2.0, indicating that modern models can achieve reasonable WER in Ghana
English. These studies highlight the challenge of developing ASR systems that accurately recognise diverse
accents within a single country.

4.1.2 Dialect Bias: Dialect bias presents another signiicant challenge in developing inclusive ASR systems.
Siminyu et al. [80] highlighted the potential for dialect bias when creating an ASR corpus for Kiswahili, noting
that models trained on Standard Kiswahili may fail to generalize across regional dialects. Gao et al. [23] identiied
accuracy disparities across English dialects, including Xhosa English, and introduced the Equal Accuracy Ratio

ACM Comput. Surv.
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Fig. 3. Bias study distribution in high-resource languages (let) and low-resource African languages (right). The y-axis

represents the number of papers addressing each bias.

(EAR) to address these disparities. Their indings emphasized that dialects with limited training data exhibited
higher WERs, and disparities persisted despite joint training. Mouaz et al. [60] reinforced these challenges in
dialects by demonstrating the performance gap between Modern Standard Arabic (MSA) and Moroccan dialectal
speech, showing that MSA-trained models failed to recognize dialect Arabic speech. These studies collectively
illustrate the challenges in developing ASR systems that are both fair and accurate across diverse dialects.

4.1.3 Gender Bias: Gender bias remains a critical concern in ASR development, particularly in low-resource
settings. Mukiibi et al. [61] developed a Luganda radio speech corpus and found signiicant gender bias, with
female speakers exhibiting higher WERs due to under-representation in the training data. The lack of female
voices in the training data set created an additional layer of gender bias in the study in [68]. Siminyu et al. [80]
also noted signiicant biases in ASR performance, aligning with previous indings that speech models tend to be
more accurate for men and younger speakers. These studies show the importance of balanced datasets and the
need for deliberate eforts to mitigate gender bias in ASR systems.

RQ1: What types of biases have been identiied in ASR models for low-resource African languages?

Summary for RQ1: Research on ASR bias has primarily identiied ive key categories of bias: gender, accent,

dialect, age, and racial/ethnic bias. In high-resource languages, studies have concentrated on gender and accent,

consistently inding higher error rates for women and speakers of non-standard accents. In contrast, research on

African languages is signiicantly smaller and more focused. The few existing studies have mainly addressed

accent and dialect bias, with less attention to gender, while age-related and racial/ethnic biases remain almost

entirely unexplored.
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4.2 Bias Mitigation Strategies in ASR Models

To answer RQ2: What strategies have been proposed to mitigate these biases and promote inclusion in ASR systems?,
we systematically analyzed the mitigation techniques reported in the 55 reviewed studies. Table 4 provides a
structured overview of these strategies, grouped into consistent themes that align with the sub-sections below.
This ensures that each mitigation theme in the text is directly relected in the table.

Table 4. Comparison of diferent ASR bias mitigation strategies, highlighting a brief description of each strategy and reference

papers that discuss each of the strategies.

Bias Mitigation Strategy Brief Description Reference

Papers

Data Diversiication Expanding and diversifying training and evaluation
datasets, creating socio-linguistically stratiied cor-
pora, and developing multi-dialect and gender-balanced
datasets.

[18, 23, 24, 48, 68,
85]

Data Augmentation Accent, speed, pitch, volume, and spectral perturbations;
synthetic speech augmentation; gender-adaptive augmen-
tation.

[8, 24, 27, 96, 100]

Data Balancing Oversampling techniques, phonetic balancing, and
dialect-weighted corpus adjustments.

[43, 47, 56, 75]

Linguistic Data Reinement Inclusive dataset construction with linguistic engage-
ment; phoneme-level analysis of underrepresented
speech.

[22, 52]

Model Finetuning & Adapta-
tion

Finetuning for accents, dialects, gender, domain-speciic
speech; fairness-aware training; speaker adaptation tech-
niques.

[8, 19, 25, 32, 61]

Transfer Learning Cross-lingual adaptation and multilingual pretraining
transfer; adaptation from high-resource to low-resource
languages.

[27, 96, 99]

Model Architecture & Train-
ing

Dialect-aware embeddings; accent feature extraction;
zero-shot adaptation; self-supervised and meta-learning
approaches.

[28, 71, 93, 94,
101]

Advanced Model Tech-
niques

Adversarial training; counterfactual augmentation; in-
termediate CTC optimization, multi-task, and few-shot
learning.

[46, 74, 81, 91]

Fairness-Aware Approaches Developing gender- or bias-aware metrics; bias-aware
model adaptation; incorporating voice timbre and fair-
ness constraints.

[6, 11, 24, 31]

Evaluation & Reinement Alternative evaluation metrics, domain- and language-
speciic benchmarking, model optimization via complex-
ity reduction and normalization.

[11, 31, 34]

Our synthesis identiied nine broad categories of strategies: (i) Data Diversiication, (ii) Data Augmentation,
(iii) Data Balancing, (iv) Linguistic Data Reinement, (v) Model Finetuning and Adaptation, (vi) Transfer Learning,
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(vii) Model Architecture and Training, (viii) Advanced Model Techniques, (ix) Fairness-Aware Approaches, and
(x) Evaluation and Reinement.

Figures 4 and 5 visualize the prevalence of these strategies in low-resource versus high-resource African ASR
research. In general, our indings show that data-centric strategies (diversiication, increase, and balancing) are the
most common, relecting the critical role of data set representation in mitigating bias. Model-centric techniques,
such as inetuning, transfer learning, and architecture modiications, are also widely explored, particularly in
African contexts, where researchers adapt pre-trained multilingual models. In contrast, fairness-aware training,
advanced techniques, and new evaluation metrics remain underutilized in African ASR, despite growing adoption
in high-resource language studies.

Fig. 4. Distribution of bias mitigation strategies based on research papers on low-resourced African languages. The strategies

fall into three main categories: data-centric, model-centric, and adaptation-based.

Our indings reveal that the most common mitigation strategies suggested in high-resource and low-resource
African ASR research are data-centric techniques, particularly data augmentation and dataset diversity. These
approaches relect a shared recognition across both research streams that biases often originate from unbalanced or
under-representative training data. However, high-resource studies demonstrate broader methodological diversity.
For instance, eight studies proposed developing new fairness-aware evaluation metrics beyond traditional WER
and CER, emphasizing the limitations of standard metrics in capturing bias-related disparities. In contrast, low-
resource African studies relied more heavily on transfer learning and inetuning, which indicates limited access
to large-scale, diverse language corpora and computational resources.
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Fig. 5. Distribution of the bias mitigation strategies based on research papers on high-resourced languages. The strategies

fall into four main categories: data-centric, model-centric, adaptation-based, and evaluation-based.

4.2.1 Data-centric Strategies. Across all seven studies focusing on African languages, data-centric approaches
were the most commonly proposed mitigation strategies. The aim is to expand and diversify datasets to ensure
equal representation of gender, age, accent, and dialect groups in training datasets [11, 31, 32, 60ś62, 68]. [68]
and [8] expanded and augmented datasets for Nigerian-accented English to improve accent recognition. [68]
constructed a new speech corpus comprising ethnically diverse male speakers from the Yoruba, Igbo, and
Hausa ethnic groups. In contrast, [8] combined Google Nigerian speech data and SautiDB to inetune NeMo’s
QuartzNet15x5 and XLS-R300M models. Nemo QuartzNet15x5 was pre-trained on over 3,300 hours of English
speech from Mozilla Common Voice 6.1 and Multilingual LibriSpeech, incorporating speed perturbation and
cutout augmentation to enhance robustness to accent variation. When creating a Kiswahili speech corpus, [80]
emphasized inclusive data collection through linguistic collaboration to cover various Kiswahili dialects. They
partnered with native speakers and linguists to ensure dialectal diversity, thereby reducing demographic bias
at the dataset level. Similarly, [32] and [61] suggested that dataset diversity and gender balance are important
in Ghanaian English and Luganda, respectively. [32] incorporated recordings from students aged 9ś18 across
diferent regions in Ghana. [61] proposed increasing female representation in training data to improve ASR
performance balance, inetuning ASR models with additional Luganda speech data, and using transfer learning
from related Bantu languages for model adaptation. Another approach is data augmentation, where authors
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propose techniques such as pitch shifting, speed perturbation, and synthetic voice generation to improve model
robustness [8, 96, 100].

4.2.2 Model-centric Strategies. Four out of the seven studies on African ASR models adopted model-centric
approaches, primarily through transfer learning and inetuning. These strategies involve leveraging pre-trained
ASR models and adapting them to target African languages or accents using in-domain data [8, 8, 61, 98].
Finetuning NeMo’s QuartzNet15x5 and Wav2Vec2.0 XLS-R300M on 4,278 Nigerian-accented English utterances
from Google Nigerian speech data and SautiDB. Similarly, [32] explored inetuning Whisper V2 and Wav2Vec2.0
models using Ghanaian oral reading recordings. Despite Whisper outperforming Wav2Vec2.0 in WER, both
models beneited from targeted inetuning. When evaluating gender bias in Luganda ASR, Mukiibi et al. (2022)
inetuned a Kinyarwanda model on Luganda Common Voice and radio speech data. Likewise, [60] enhanced ASR
accuracy for Moroccan Arabic by training Hidden Markov Models (HMMs) on dialectal speech and applying
speaker adaptation techniques. Other papers have proposed dialect-speciic training, where the proposal involves
training separate models for diferent dialects or accents as an alternative approach to improve performance
for speciic groups [62]. These model adaptation strategies demonstrate the importance of customising pre-
trained models more efectively to capture linguistic and demographic variations in African speech datasets.
Another approach is accent embeddings, where accent information is incorporated into the model to help it
better distinguish between diferent speech accents [71, 94].

4.2.3 Adaptation-based Strategies. Three studies proposed adaptation-based strategies to enhance the adaptability
of ASR systems for linguistic diversity and speaker variability in African contexts. [68] introduced an accent-
adaptive ASR framework targeting Nigerian-accented English. By training models on ethnically diverse speech
data (Yoruba, Igbo, Hausa), the study demonstrated that adapting models to speciic accent groups improved
recognition accuracy and reduced misclassiication across ethnic lines. [23] applied dialect-aware ASR training
using a multi-dialect corpus that included Xhosa English. They proposed an Equal Accuracy Ratio (EAR) metric
to reduce WER disparities across dialects, enabling fairer ASR outcomes in low-resource, multi-accent African
environments. [60] focused on speaker adaptation techniques to improve ASR performance for Moroccan Arabic.
By training separate models for Modern Standard Arabic (MSA) and dialectal Moroccan Arabic, the study showed
that adaptation signiicantly boosted recognition accuracy for non-standard, dialectal speech. Model-centric
techniques have also been proposed, such as speaker-adaptive techniques that dynamically adjust ASR models
for diferent speaker characteristics [60]. Including a diverse range of speakers through speaker diversity in the
training data has also been proposed as a way in which ASR models can better generalise to unseen voices. Other
techniques, such as vocal tract length normalization technique, can help reduce gender bias by accounting for
diferences in vocal tract length between men and women.

4.2.4 Fairness-Aware Training and Evaluation. There is research that has proposed the development of new
gender-aware fairness-aware ASR metrics [19], fairness-aware model evaluation, such as the development of new
metrics to measure disparities across demographic groups [1, 24, 31], and fairness-aware training techniques
that aim to minimize bias during the training process, ensuring that the model performs equally well for all
groups [6, 24, 81, 86]. In high-resource languages, ASR bias has been studied extensively. Research indicates that
commercial ASR systems from companies such as Google, Amazon, and Microsoft frequently exhibit disparities
in error rates across diferent genders, accents, and age groups. These studies highlight systemic biases, such as
higher error rates for one gender and non-native accents. Despite signiicant eforts to develop fairness-aware
ASR training in these languages, similar initiatives are mainly missing in Africa. Most African ASR research
has focused on expanding datasets or applying transfer learning, rather than integrating advanced bias-aware
learning techniques, such as adversarial debiasing or fairness-driven loss functions.
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When ASR systems consistently perform poorly for certain speaker groups, they risk reinforcing existing
inequalities and making technology less accessible for marginalized communities. For example, one study
reported that a Luganda ASR model trained on gender-imbalanced data resulted in a 70.6% word error rate for
female speakers compared to 53.5% for male speakers, which demonstrates how dataset imbalances can distort
performance [61]. In another case, mainstream ASR services like Google Speech Recognition struggled with
Nigerian-accented English, exhibiting a high word error rate of 44.2%, which serves as a strong reminder that
current systems are not well-adapted to Africa’s rich linguistic diversity [8]. If these biases are not addressed, ASR
technology risks continuing to favour dominant speaker groups while abandoning underrepresented populations,
which eventually limits the efectiveness of these tools in real-world applications.

Despite the insights obtained from this study, several challenges remain. The limited availability of research
on ASR bias in African languages makes it hard to establish comprehensive benchmarks for fairness evaluation.
While gender, accent, and dialect biases have been explored, there is a clear gap when it comes to understanding
how ASR models perform across diferent age groups and races. Future work should focus on expanding publicly
available African speech datasets that are gender-balanced, demographically diverse, and dialect-inclusive. As
demonstrated in the Kiswahili corpus development study [80], collaborating with linguists and local communities
can signiicantly improve dataset inclusivity. However, simply improving the data is not enough. Future studies
should also explore algorithmic fairness techniques, such as fairness-aware loss functions [24, 44] and adversarial
debiasing strategies [81], which have already shown promise in high-resource ASR research.

RQ2: What strategies have been proposed to mitigate these biases and promote inclusion in ASR systems?

Summary for RQ2: Data-centric strategies were the dominant approach, appearing in all 7 African ASR

studies, and were primarily applied to mitigate accent and dialect bias. Model-centric techniques such as

inetuning and transfer learning were used in 6 studies (86%), often targeting gender and accent disparities.

Adaptation-based methods were less common (43%), with a primary focus on dialect variation. In particular, no

mitigation strategies were found that addressed age or racial biases. These indings highlight that while current

eforts in African ASR research strongly emphasize accent, dialect, and gender fairness, other critical forms of

bias remain largely unaddressed, indicating signiicant gaps and opportunities for future work.

5 Discussion and Research Directions

Our review of ASR bias in low-resource African languages reveals that imbalanced training data is a key factor
driving disparities in model performance. This imbalance leads to the most commonly studied biases: accent,
dialect, and gender, which result in higher word error rates for underrepresented speaker groups. Diferences in
word error rates hinder and limit the efectiveness of using ASR models in real-world applications.

Our review found that imbalanced training data mainly drives bias in ASR models for low-resource African
languages. The most commonly studied biases (accent, dialect, and gender) led to higher word error rates
for underrepresented groups, ultimately limiting the inclusivity of these technologies. Although several bias
mitigation strategies have been proposed, most focus on data enhancement and demographic balancing. Fairness-
aware modelling techniques speciically designed for African languages have seen limited exploration.
Although numerous bias mitigation strategies have been proposed, most focus on data enhancement and

demographic balancing. These are important irst steps, and our review highlights a range of techniques to achieve
them, including adjusting model hyperparameters for unknown dialects, adaptive feature-wise transformation,
joint conditioning on dialect and internal representation, introducing unseen dialect classes for generalization,
zero-shot adaptation, and self-supervised learning. Similarly, several approaches aim to improve dialect and
accent handling through accent embeddings, incorporating accent feature extraction modules, minimising mutual
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information between native and non-native speech embeddings, utilising accent-agnostic ASR architectures, em-
ploying dialect-aware language models, and integrating diverse linguistic features. Model structure and processing
techniques, such as personalised speech models, autoencoder-based approaches, spectrogram transformation,
and pre-training with spontaneous speech, have also been explored.

However, there is a signiicant gap in exploring fairness-based modeling techniques speciically designed for
African languages. This contrasts with extensive research on ASR bias in high-resource languages. Studies in
high-resource settings have consistently shown that commercial ASR systems from major technology companies
(e.g., Google, Amazon, and Microsoft) exhibit substantial disparities in error rates across various demographic
groups, including gender, accent, and age. These systems often demonstrate systemic biases, such as higher
error rates for female speakers and non-native accents. While signiicant eforts have been made to develop
fairness-aware ASR training in these high-resource languages, similar initiatives are limited in the context of
African languages. Instead, African ASR research has predominantly focused on expanding datasets or applying
transfer learning rather than integrating advanced bias-aware learning techniques. These advanced techniques,
such as fairness-aware loss functions [24, 44] and adversarial debiasing strategies [81], have shown promise in
mitigating bias in high-resource ASR systems, but their application to African languages remains limited.
The consequences of ASR systems that consistently underperform for certain speaker groups are signiicant.

These systems risk reinforcing existing inequalities, perpetuating marginalization, and hindering technology
adoption among minority communities. For instance, the Luganda ASR model study [61] demonstrated how
dataset imbalances can distort performance, with a reported 70.6% word error rate for female speakers compared
to 53.5% for male speakers. Similarly, the diiculties encountered by mainstream ASR services, such as Google
Speech Recognition, with Nigerian-accented English resulted in a high 44.2% word error rate [8], highlighting the
challenge of adapting current systems to Africa’s rich linguistic diversity.Without addressing these systemic biases,
ASR technology may inadvertently favour dominant speaker groups, further marginalizing underrepresented
populations and limiting the technology’s overall efectiveness and utility.

5.1 Research Gaps

Despite the insights gained from existing research on biases and their mitigation for ASR models, several
challenges and research gaps remain. The limited availability of research on ASR bias in African languages
makes it diicult to establish comprehensive benchmarks for fairness evaluation. Although gender, accent and
dialect biases have been explored, there is a notable lack of understanding regarding how ASR models perform in
diferent age groups and races within the African context. Future research directions are needed to address these
gaps.
Insuicient coverage of bias studies for African languages. Our analysis revealed that only 7 of the 55 selected

studies explicitly investigated biases in ASR for low-resource African languages, compared to 51 that addressed
high-resource languages such as English, French, Spanish and Dutch (Figure 3). However, the limitation is not
only in quantity but also in scope. African-focused studies focused mainly on accent and dialect biases, such as
in Nigerian-accented English [8, 68], Kiswahili dialects [80], Moroccan Arabic dialects [60], and South African
English varieties including Xhosa [23]. Gender bias was explicitly studied only in Luganda [61], while age and
racial biases were completely absent. These indings show that existing studies do not provide comprehensive
information on the full spectrum of bias challenges in African ASR. Addressing this gap requires not only
more research work but also broader coverage that systematically evaluates multiple demographic dimensions,
including age, race, and their intersection with gender, accent, and dialect. In addition, there is a critical need for
publicly available African speech datasets that are gender-balanced, demographically diverse, and inclusive of
various dialects. The Kiswahili corpus development study [80] provides a valuable model that demonstrates how
collaboration with linguists and local communities can enhance the inclusion and representation of the datasets.
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Dominance of data-centric strategies with limited exploration of advanced techniques. Our review found that
data-centric approaches, such as dataset expansion, diversity enhancement and data enhancement, were the
most prevalent bias mitigation strategies in the seven African language studies (100%). For example, [68] and [8]
primarily focused on expanding and diversifying the English datasets acquired by Nigeria. Similarly, [80] high-
lighted the importance of collaborative data collection to create datasets that include Kiswahili dialects. However,
more advanced model-centric approaches, such as fairness-aware model architectures and adversarial debiasing
[67], remain unexplored in African contexts, despite their popularity in high-resource languages [81]. This gap
highlights the need for research that extends beyond basic dataset improvements to sophisticated bias mitigation
methods tailored for low-resource settings.
Lack of specialized fairness evaluation metrics in African ASR research. African ASR studies primarily use

standard metrics, such as Word Error Rate (WER) or Character Error Rate (CER), for bias evaluation. In contrast,
high-resource language studies frequently propose specialized fairness metrics to evaluate and quantify bias [34].
Among the African studies reviewed, only [23] proposed a fairness-based evaluation metric. Other studies did not
explicitly develop or apply fairness-speciic metrics. The absence of specialised fairness evaluation frameworks
limits a comprehensive understanding, identiication, and systematic reduction of biases in ASR for African
languages. Beyond improving data, future studies should focus on developing and applying algorithmic fairness
techniques tailored to the speciic challenges of African languages. This includes exploring the efectiveness of
fairness-aware loss functions [24, 44] and adversarial debiasing strategies [81], which have shown promise in
mitigating bias in high-resource ASR research but require further investigation in low-resource African language
settings.

Insuicient multi-dimensional and intersectional bias analysis. Our indings suggest that African ASR research
frequently examines biases in isolation, primarily focusing on gender, accent, or dialect biases separately. The
research in [68] acknowledged the underrepresentation of female voices but did not quantitatively explore the
intersection between gender and accent bias. Intersectional analyzes have become increasingly signiicant in
high-resource language research [22, 74], yet remain largely unaddressed in African ASR contexts. This involves
examining how various factors, including gender, accent, dialect, age, and socioeconomic status, impact ASR
performance.
Future research should focus on creating datasets with balanced and explicitly annotated metadata across

multiple demographic axes (e.g., gender, age, dialect, and region). This would allow the evaluation of ASR models
at speciic intersections, such as łyoung, female, Xhosa-accented English speakersž, to uncover nuanced and
hidden biases that current single-axis evaluations overlook.
Lack of longitudinal bias evaluation studies. As a further area of research, longitudinal studies are needed

to understand how ASR bias evolves, mainly as models are updated and new data from African contexts are
introduced. This research can also focus on understanding linguistically similar African languages and how this
introduces biases in ASR models [80]. This will help ensure that fairness gains are maintained and that new
biases are not introduced inadvertently.

6 Conclusion

In this study, we examined biases in ASR models for low-resource African languages, with a speciic focus on
accent, dialect, and gender. Our analysis reveals that these biases are primarily due to data imbalances and limited
linguistic diversity within training datasets, resulting in high word error rates for underrepresented speaker
groups. For example, ASR systems face challenges with various English accents, including Nigerian, Xhosa,
and Ghanaian, as well as with diferent Moroccan Arabic dialects. We also observed signiicant gender bias, as
exempliied in languages such as Luganda, where the predominance of male voices in training data leads to
performance disparities.
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The predominant approach to mitigating these biases in African languages has been data-driven, emphasizing
strategies such as expanding the diversity of training datasets, employing data augmentation techniques, and
applying transfer learning from high-resource languages. However, our review indicates a notable gap in exploring
fairness-aware modelling strategies. Techniques such as bias-aware loss functions, adversarial debiasing, and
speaker-adaptive models, while promising, remain underexplored in this context. This highlights a critical need
for future research to pursue a two-pronged approach: enhancing dataset quality and integrating fairness-focused
algorithms to achieve more comprehensive and practical solutions.
Although existing studies on African languages have predominantly focused on accent and dialect biases,

there is limited research on gender bias, age bias, and other potential sources of disparity. Furthermore, the
limited number of African languages examined to date highlights the need for further research to understand
biases and develop mitigation strategies for African languages. Expanding the scope of research to encompass a
broader range of African languages and a more diverse spectrum of biases will provide a more comprehensive
understanding of these issues and facilitate the development of fairer and more robust ASR technologies across
the continent.
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